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Abstract—This paper presents results of an exploratory study 
that examined the effects of different types of correctness feedback 
on children’s actual and perceived performance with a math app. 
In the study, forty-five grade-2 students solved easy, moderate, and 
hard drill questions with a math app augmented with textual, icon, 
and emoticon correctness feedback. Results suggested that, for the 
most part, neither the feedback type nor the difficulty level affect 
children’s actual and perceived performance with the app. 

Keywords—children; mathematics; correctness feedback; visual 
feedback; graphical feedback; education; mobile apps; games. 

I. INTRODUCTION 

Mobile devices are becoming increasingly popular among 
children. A recent survey revealed that about 72% of children 
aged eight and under in the U.S. have access to mobile devices, 
particularly tablets, which they are using for various purposes, 
including for learning, playing games, watching videos, taking 
pictures, and gaining access to social networks [1]. A different 
survey [2] found out that about 95% of all apps on the Apple App 
Store are targeted at children aged from three to thirteen, among 
which math apps are the most popular. 

Many researchers have emphasized that special care must be 
taken when designing apps for children since they are a special 
user-group that have different needs, desires, and expectations 
than adults [3], [4]. Many have argued that child users need to be 
continuously updated on the current state of a user interface, as it 
enhances their performance by making them aware of the input 
and interactions necessary to perform a task [5]–[7]. Directive 
and facilitative visual feedback that are typically composed of 
hints, suggestions, and/or tutorials (e.g., [8]–[10], etc.) could also 
motivate children to learn and understand new concepts and skills 
[6], [11], [12]. 

However, the most common type of feedback in mobile apps 
is correctness feedback that simply informs the user whether an 
input is correct or incorrect [9], [13]. Unlike directive and facil-
itative feedback, most apps cannot function without correctness 

feedback; because without it, it is often impossible to determine 
if an input is valid or not. Nevertheless, not many studies have 
investigated this specific type of feedback. 

To address this, first, we informally surveyed the most popular 
math apps for children. Similar to several prior investigations [9], 
[13], results revealed that correctness feedback was the most used 
feedback type in mobile apps. We also identified three different 
types of correctness feedback that were commonly used, namely 
textual, icon, and emoticon. We tested the effects of these three 
feedback types on children’s performance with a math app in a 
pilot study. Results suggested that feedback type does not affect 
children’s actual and perceived performance with the math app. 
We then further validated the findings in a cross-sectional study. 

Blair [9] conducted an informal survey to study the types of 
feedback used in math apps aimed at preschool children. Results 
revealed that 87% of all apps provided correctness feedback that 
only inform the user of whether an answer is correct or incorrect. 
The remaining 13% apps provided hints and tutorials to facilitate 
learning. Blair, however, focused only on the evaluation of the 
apps [14], thus did not investigate the effects of different types of 
correctness feedback on children’s performance or preference. 

Masood and Hoda [15] designed and developed an app to 
help 5 to 6 year-olds learn and practice early numeracy addition 
and subtraction. It used a combination of auditory and graphics-
heavy icon-based correctness feedback. However, they did not 
evaluate the effectiveness of the app or the feedback methods. 
Zhang et al. [16], in contrast, evaluated the effectiveness of three 
existing apps that used different scaffolding strategies to support 
learning of decimals and multiplication. These apps also used a 
mixture of auditory and icon-based feedback. They conducted an 
exploratory study in an inclusive grade-4 class, where about half 
of the students were either at-risk or had disabilities. Results 
showed that using the apps reduces the achievement gap between 
average and struggling students. Yet, similar to Blair et al. [14], 
they did not explore the effects of different types of correctness 
feedback on children’s performance or preference. 

Correctness feedback is not exclusive to math apps. Walker 
[13] identified four different types of feedback in apps, regardless 
of the domain or the target audience. Two of them were correctness 
feedback, either with or without re-entry, and the other two were 
facilitative feedback, composed of hints, suggestions, or tutorials. 
Based on this finding, Buckler and Peterson [17] evaluated six 
commercial apps aimed at helping adults with special needs to 
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perform activities of daily living, such as telling time, counting 
money, etc. Although they did not elaborate on the exact types 
of feedback used in these apps, their respective ratings suggest 
that they all provided correctness feedback almost exclusively.  

Sandvik et al. [18] investigated the effectiveness of two apps 
intended for improving kindergarten students’ language skills. 
Like many popular math apps, they used a mixture of auditory 
and icon-based correctness feedback, but did not explore their 
effects on children’s performance or preference. 

Some researchers have studied the effects of seductive details 
in educational apps. Seductive details are “appealing elements 
that are inserted alongside educational content with the intent 
that children’s interest in these elements will make the educational 
content more compelling and memorable” [19]. Although the use 
of seductive details are more common in directive and facilitative 
feedback [20], some have also studied their effects on correctness 
feedback. Fisch [19] suggested caution in using seductive details, 
such as colorful graphics, animations, and sound effects, since it 
could make children more interested in the appealing elements 
rather than the intended educational content. Yet, this suggestion 
was based on prior findings in the field of educational psychology 
that suggested that seductive details result in poorer retention of 
information and transfer of learning [21]–[23], and not on a user 
study. The design of correctness feedback could also be of interest 
to color researchers who attempt to identify the relationships 
between colors and psychological functioning [24]. However, this 
is outside the scope of this work. 

TABLE I.  DIFFERENT TYPES OF CORRECTNESS FEEDBACK IN POPULAR 
MATH APPS FOR CHILDRENA 

Correctness 
Feedback 

Apps 
(%) 

Animation 
(%) 

Sound Effects
(%) 

Text 23.1 7.7 23.1 

Icon 61.5 46.2 61.5 

Emoticon 15.4 15.4 15.4 

a. The surveyed apps are Kids Math Games, Math Teacher for Children, Math for Kids, Puzzles Math 
Games for Kids!, Toddler Math Plus, Kids Math, Math Puppy, Kindergarten Math Class, Math Chal-

lenge–Brain Workout, Math Kid, Todo Maths, AB Math, and Monkey Math School Sunshine. 

II. AN INFORMAL SURVEY 

Since not much work has explored the types of correctness 
feedback used in math apps, we conducted an informal survey 
to study the most downloaded math apps aimed at kindergarten 
to elementary aged children (5–13 years old). We picked this age 
range since it is the most targeted age range for app developers 
[2]. Six of these apps were for the Google Android OS, five were 
for the Apple iOS, and two were cross-platform. All thirteen apps 
required children to solve drill questions involving the four basic 
arithmetic operations, i.e., addition, subtraction, multiplication, 
and division. Most of these apps (77%) were proprietary, that is 
either paid or required in-app purchases to activate all features. 
The remaining 23% were free. 

Results of the survey (TABLE I) revealed that roughly 62% 
of the apps used graphics-heavy icons in correctness feedback, 
i.e., colorful check marks and balloons. About 23% used textual 
feedback that displayed messages, such as “Outstanding!” and 
“Correct”. The remaining 15% used emoticons, such as happy 

and sad faces.  About 70% of all apps also used animations, such 
as fade-in/out and fly-in/out effects that took from 1 to 5 seconds 
(average 2.5) to complete. Besides, all apps used sound effects, 
such as cheers and claps, and some apps also provided facilitative 
feedback containing hints, suggestions, and tutorials. But, audi-
tory and facilitative feedback are outside the scope of this work. 

III. MOTIVATION 

Since textual, icon, and emoticon correctness feedback are 
commonly used in apps for children (TABLE I, [9]), identifying 
how they influence children’s actual and perceived performance 
could inform practices, impacting a large number of apps, hence  
the users. It could also provide an understanding of these feedback 
types’ roles in more complex, hybrid feedback that combines text, 
different kinds of icons, and/or emoticons with sound and visual 
effects. Sated simply, if the basic feedback types do not affect 
performance, but some of the hybrid feedback types do, then one 
can assume that factors other than text, icons, and emotions are 
contributing towards the influence. 

IV. PILOT STUDY 

We conducted a pilot study to explore whether different types 
of correctness feedback, i.e., textual, icon, and emoticon, affect 
children’s performance with a math app. 

The pilot used multiple LG Optimus L7 II P710 smartphones, 
121.5×66.6×9.7 mm, 118 grams. The devices ran on Android OS 
Jelly Bean 4.1.2 at 480×800. We developed a custom app for the 
pilot using the default Android SDK. It generated drill questions 
at run-time involving the addition, subtraction, multiplication, 
and division of whole numbers between 0 and 10, e.g., “5 + 10 = 
?” and “10 – 2 = ?”. It displayed one question at a time, prompted 
children to enter the answer using a keypad, and then displayed 
textual, icon, or emoticon feedback (Fig. 1). It kept scores for all 
responses in a scorecard. The app did not provide any auditory 
feedback to eliminate a potential confounding factor. 

 
Fig. 1. The device(s), the custom app, and the three feedback types used in the 
pilot study. 

Twenty-one grade-2 students participated in the pilot study. 
We collected consents from the school, the children, and their 
guardians. Their average age was 7.3 years (SD = 0.5). Eight of 
them were male and thirteen were female. They all used tablets 
for various class activities, thus, were familiar with touchscreens. 

The pilot used a within-subjects design with three blocks for 
the three independent variables: textual, icon, and emoticon. The 
dependent variable (metric) was Attempts per Operation (APO) 
that measured the average number of attempts per correct answer. 
In each block, they solved 12 drill questions. The blocks were 
counterbalanced to eliminate the effect of learning. 
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During the study, we first demonstrated the app to the children, 
and allowed them to practice with it. We then started the pilot. 
Error correction was forced—children had to enter the correct 
answer to see the next question (Fig. 2). Upon completion of the 
pilot, all children rated their perceived impact of the examined 
feedback types on their math skills and performance using a 
children-friendly five-point Likert scale [25]. In summary, the 
design was: 21 children × 3 blocks × 12 drills = 756 drills, ex-
cluding practice questions. 

 

Fig. 2. Two children participating in the pilot study. 

An ANOVA failed to identify a significant effect of feedback 
type on APO (F2,20 = 1.78, ns). On average children took 1.05 
(SD = 0.07), 1.1 (SD = 0.14), and 1.07 (SD = 0.11) attempts per 
questions with textual, icon, and emoticon correctness feedback, 
respectively. We used a Friedman test to analyze the subjective 
data by converting the five-point scale to a three-point scale using 
linear transformation. The test failed to identify significance with 
respect to perceived impact on math skills (χ2 = 0.67, ns, df = 2). 
About 52.4%, 47.6% 52.4% children felt that textual, icon, and 
emoticon feedback impacted their performance. 

This suggests that the type of correctness feedback does not 
affect children’s actual and perceived performance with a math 
app. We conducted a cross-sectional user study to investigate 
this further. Unlike the pilot, it used three difficulty levels to ex-
plore if children find some feedback types more rewarding when 
solving difficult math problems. It also made several procedural 
changes to increase its validity (e.g., used tablets instead of 
smartphones since children were more familiar with the device, 
recorded more representative metrics, etc.). We discuss these in 
more detail in the following sections. 

V. USER STUDY 

The purpose of this user study was to test the following null 
hypothesis, which we assumed it would fail to reject. 

H0) The examined correctness feedback types do not influence 
children’s actual and perceived performance with a math app, 
even when solving problems with varying difficulty levels. 

A. Apparatus 

We used multiple Apple iPad 3 Wi-Fi tablets, 241.2×185.7×9.4 
mm, 652 g, running on Apple iOS 9.2 at 1536×2048. We used a 
custom app, developed with HTML5 and JavaScript, for the 
study. It presented children with drill questions for addition and 
subtraction. The app displayed one problem at a time, and asked 
children to enter the answer using a keypad. Upon each entry, 
the app displayed either textual, icon-based, or emoticon-based 
correctness feedback (Fig. 3). No animation was used and no 
auditory feedback was provided to eliminate any potential con-
founds. The app maintained a scorecard of all answers. It pro-
cessed all interactions on the client side but recorded all data in 

a PHP database. The Apple iPad tablets were placed on a table 
using commercial cases (Fig. 4). 

B. Difficulty Levels 

The math problems used in the study were selected from a 
popular math workbook for grade-2 students [26]. We categorized 
the problems into easy, moderate, and hard difficulty levels in 
consultation with three experienced math teachers from the 
school. We then consulted with a fourth teacher from a different 
school to make sure that the selected problems and the difficulty 
levels were appropriate. Examples of easy, moderate, and hard 
problems are “2 + 2 + 4 = ?”, “40 + ? = 53”, and “345 – 234 = 
?”, respectively. We used the three difficulty levels to find out if 
children’s performance with and preference for the math app 
changes when they are solving problems with different difficulty 
levels. This is based on a prior work that suggested that rewarding 
children with visually appealing and entertaining feedback could 
carry some level of motivational value, encouraging them to en-
gage in the drill and practice to see the feedback [19]. 

 

Fig. 3. The device(s), the custom app, and the three feedback types used in the 
final user study. 

C. Participants 

Three grade-2 classes from the same school, each consisting 
of 15 students, in total 45 students, voluntarily participated in 
the final study. None of them participated in the pilot study. We 
collected consents from the school, the children, and their guard-
ians for the study. There were 8 females and 7 males in the first 
class, 6 females and 9 males in the second class, and 8 females 
and 7 males in the third class. Average age for the three classes 
were 7.1 (SD = 0.3), 7 (SD = 0), and 7.1 (SD = 0.3) years, re-
spectively. All participants were familiar with touchscreens 
since they all used tablets for various class activities. This enabled 
us to attain permission from the school to conduct the study in 
these classes. 

 

Fig. 4. Two children interacting with the custom app during the user study. 

We recruited the three classes because their respective math 
teachers confirmed (based on the children’s previous test scores) 
that, collectively, the classes were roughly the same in terms of 
competence. Besides, the children used the same textbooks and 
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participated in the same activities at school. We did not conduct 
a formal test to assess competence since it is difficult to achieve 
in a single test. Nevertheless, we acknowledge this as a limitation 
of the study, since we cannot claim beyond a reasonable doubt 
that the classes were, in fact, similar in competence. 

D. Design 

During the study, each class (group) used the three different 
feedback types with alternating difficulty levels in three sessions 
that expanded over three days. Hence, the independent variables 
were feedback type × difficulty level and the dependent variables 
(or metrics) were Preparation Time and Success Rate (see below). 
TABLE II illustrates the design. 

TABLE II.  THE DESIGN OF THE USER STUDY 

Group Session 1 (Day 1) Session 2 (Day 2) Session 3 (Day 3) 

1 Emoticon × Easy Textual × Moderate Icon × Hard 

2 Icon × Moderate Emoticon × Hard Textual × Easy 

3 Textual × Hard Icon × Easy Emoticon × Moderate

Initially, we wanted to test all feedback types and all difficulty 
levels with each group, but had to deviate from the plan due to 
practical reasons. Such a design would have required either nine 
groups or nine sessions to ensure a reasonable sample size for each 
condition, increasing the length of the study. Neither the teachers 
nor the guardians were comfortable with these design alternatives, 
since they would have affected children’s regular class activities. 
We also decided against recruiting students from other schools, 
because we could not guarantee that they had a similar level of 
competence as our participants. Hence, we settled on the above 
design that assured 15 children per condition, which we believe 
is a reasonable sample size for a study involving ~7-year-olds. 

One limitation of this design is, children in different classes 
started with a different difficulty level. For example, children in 
the first class started with hard questions paired with emoticon 
feedback, whereas children in the second class started with moderate 
questions paired with icon feedback. However, we scheduled the 
sessions on different days to reduce any potential effects of skill 
transference. 

E. Procedure 

We started each session with a demonstration of the app and 
the respective feedback type. We then asked children to interact 
with the app in a practice block that included three drill questions. 
The actual session started after the practice, where all children 
solved the same five drill questions for addition and subtraction. 
Hence, there were five drill questions per difficulty level that were 
repeated across group (not sessions). We instructed children to 
be careful in solving the problems, but assured them that it was 
alright to make mistakes since the app did not allow repetitive 
attempts. The app provided children with textual, icon, or emoticon 
correctness feedback. We also encouraged children to correct all 
input errors as they notice them, however we did not enforce this. 
The three sessions were carried out on three consecutive days, 
during the class hours (Fig. 4). The day after the completion of 
the study, children were asked to participate in a brief interview 
session, where they were asked to pick the feedback type(s) that 
had the most impact on their math skills, attitude towards math, 
and their preference of the math app. This session was conducted 
in private to avoid any bias due to mutual influence. 

F. Metrics 

The app recorded the following metrics for each child. 

Preparation Time is the average time (seconds) children took 
before entering an answer. This is an estimation of the compound 
time for processing the previous feedback and solving the cur-
rent drill question. This was calculated from the moment a feed-
back was displayed to the moment a digit was entered. We are 
calling this an “estimation” because some children may start in-
putting while still solving the problem. 

Success Rate is simply the average percentage of correct an-
swers entered in a session. 

VI. RESULTS 

To analyze the effects of feedback type, we filtered the data 
for each difficulty level and then ran an ANOVA on the dependent 
variables. Similarly, to analyze the effects of difficulty level, we 
filtered the data for each feedback type and then ran an ANOVA 
on the dependent variables. TABLE III displays the results. 

TABLE III.  RESULTS OF THE STUDY.THE BOLD VALUES SIGNIFY STATISTICAL SIGNIFICANCE AND THE VALUES INSIDE THE BRACKETS SIGNIFY STANDARD 
ERROR. THE PERCENTAGES DO NOT ALWAYS ADD UP TO 100% SINCE CHILDREN COULD PICK MULTIPLE FEEDBACK TYPES AS THEIR ANSWERS 

 

Actual Performance Perceived Performance Preference 

Preparation Time 

(Seconds) 

Success Rate 

(%) 

Math Skills 

(%) 

“The examined feedback type 
improved my math skills” 

Attitude 

(%) 
“The examined feedback type 

made me like math more” 

Overall Rating 

(%) 

“I would like to keep using 
the examined feedback type”

Difficulty Text Icon Emoticon Text Icon Emoticon Text Icon Emoticon Text Icon Emoticon Text Icon Emoticon

Easy 
14.45 

(6.4) 

18.14 

(12.1) 

31.55 

(9.7) 

95.89 

(5.7) 

75.01 

(7.2) 

81.08 

(6.8) 

53.33 40.0 20.0 6.67 33.33 20.0 53.30 86.67 80.0 

Moderate 
42.44 

(6.3) 

33.59 

(12.1) 

27.96 

(9.4) 

69.73 

(5.5 

87.50 

(7.2) 

45.21 

(6.9) 

46.67 40.0 46.67 26.66 33.33 46.66 66.67 80.0 80.0 

Hard 
41.45 

(6.4) 

96.63 

(12.2) 

81.46 

(9.3) 

41.09 

(5.7) 

56.33 

(7.2) 

56.01 

(6.8) 

46.67 20.0 20.0 46.66 33.33 46.66 73.33 80.0 100 
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A. Preparation Time 

An ANOVA failed to identify a significant effect of feedback 
type on Preparation Time for easy (F2,42 = 2.96, ns) or moderate 
(F2,42 = 1.34, ns) difficulty level. However, a significant effect 
was identified for hard difficulty level (F2,42 = 3.92, p < .05). A 
Tukey-Kramer test recognized three distinct groups in hard—
textual, icon, and emoticon. 

An ANOVA also identified a significant effect of difficulty 
level on Preparation Time for textual (F2,42 = 6.15, p < .0001), 
icon (F2,42 = 11.76, p < .0001), and emoticon (F2,42 = 10.26, p < 
.0005) feedback. A Tukey-Kramer test identified two distinct 
groups in all feedback methods—easy-moderate and hard. 

B. Success Rate 

An ANOVA failed to identify a significant effect of feedback 
type on Success Rate for easy (F2,42 = 2.71, ns) or hard (F2,42 = 
2.01, ns) difficulty level. But a significant effect was identified for 
moderate (F2,42 = 8.93, p < .001). A Tukey-Kramer test identified 
two distinct groups in moderate—textual-icon and emoticon. 

Unsurprisingly, a significant effect of difficulty level was 
identified on Success Rate for textual (F2,42 = 23.37, p < .00001), 
icon (F2,42 = 4.71, p < .05), and emoticon (F2,42 = 7.25, p < .005) 
feedback. A Tukey-Kramer test identified two distinct groups in 
all feedback types—easy and hard. 

VII. USER FEEDBACK 

We used a Kruskal Wallis test to compare the non-parametric 
data from the interview. 

A. Perceived Impact on Math Skills 

A Kruskal Wallis test failed to identify significance in regard 
to children’s perceived impact on skills for the three feedback 
types with easy (χ2 = 1.6957, ns, df = 2), moderate (χ2 = 0.3913, 
ns, df = 2), and hard (χ2 = 1.1739, ns, df = 2) difficulty level. 
There was also no significant effect of difficulty level for textual 
(χ2 = 0.3913, ns, df = 2), icon (χ2 = 1.1739, ns, df = 2), or emot-
icon (χ2 = 2.0870, ns, df = 2) feedback. 

B. Attitude Towards Math 

A Kruskal Wallis test failed to identify significance in regard 
to children’s attitude towards math after using the feedback types 
with easy (χ2 = 1.5652, ns, df = 2), moderate (χ2 = 1.5652, ns, df 
= 2), and hard (χ2 = 0.1304, ns, df = 2) difficulty level. There 
was also no significant effect of difficulty level for textual (χ2 = 
3.6522, ns, df = 2), icon (χ2 = 0.1304, ns, df = 2), or emoticon (χ2 
= 2.0870, ns, df = 2) feedback. 

C. Overall Rating 

A Kruskal Wallis test identified significance in regard to 
children’s preference of the three feedback methods for easy (χ2 
= 8.9243, p < .05, df = 2), but not for moderate (χ2 = 3.5782, ns, 
df = 2) or hard (χ2 = 2.0303, ns, df = 2) difficulty levels. A Tukey-
Kramer test revealed that substantially more children liked icon 
than textual for easy problems. 

However, a Kruskal Wallis test failed to identify significance 
regarding children’s preference for textual (χ2 = 4.6245, ns, df = 

2), icon (χ2 = 0.4597, ns, df = 2), and emoticon (χ2 = 2.8500, ns, 
df = 2) for the three difficulty levels. 

VIII. DISCUSSION 

As expected, results showed that children took significantly 
more Preparation Time and made significantly more mistakes in 
solving the hard problems. An ANOVA failed to find a significant 
effect of feedback type on Preparation Time for easy and moderate 
problems. However, a significant effect was identified for hard 
problems. A Tukey-Kramer test revealed out that children took 
significantly more time for hard problems with icons. This is also 
noticeable in TABLE III, where one can see that both icon and 
emoticon feedback took roughly twice as much time as textual 
feedback. This could be because of a phenomenon known as the 
“seductive details effect” [20] that suggests, visually attractive 
feedback often divert children’s attention away from the task at 
hand, causing them to focus on the feedback instead [21]. It is 
also possible that children took relatively more time to “process” 
the graphics, increasing the overall cognitive load [27], affecting 
their performance for the questions that are already difficult to 
solve. Yet, further studies are necessary to fully investigate these 
possibilities. 

Results failed to find a definite relationship between feedback 
type and Success Rate. During the study, children yielded mostly 
comparable Success Rates with all feedback types. Although, a 
significant effect of feedback type was identified for moderate 
problems (noticeable in TABLE III), the qualitative data suggest 
that it was an outlier. 

A. Qualitative Data 

Analysis failed to identify significance regarding children’s 
perceived impact on math skills for the examined feedback types. 
Analysis also failed to identify significance regarding children’s 
attitude towards math after using the different feedback types. 
Most children felt that the feedback types had no or comparable 
impacts on their math skills and their attitude towards math. This 
suggests that different types of correctness feedback do not affect 
children’s perceived performance with a math app. 

There was a significance regarding children’s preference of 
the feedback types for easy problems—most children preferred 
icon and emoticon feedback than textual feedback. This suggests 
that children generally prefer attractive visual feedback, but are 
also aware that they could affect their performance when solving 
challenging problems. Note that children did take relatively more 
time to solve hard drill questions with these feedback types. 

Although not the focus of our work, we asked children if the 
feedback types influenced their willingness to use the math app. 
Almost all children responded that the feedback types did not 
affect their willingness to use the app. A Kruskal Wallis test also 
failed to identify a significant effect regarding this and the three 
difficulty levels. This suggests that correctness feedback does not 
affect children’s impression of the app. 

B. Implications 

Results of this investigation suggest that, for the most part, 
different types of correctness feedback do not affect children’s 
actual and perceived performance with a math app, regardless of 
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the difficulty level of the tasks. We hope that these findings will 
encourage app developers to reconsider using graphics-heavy 
correctness feedback in apps, since it not only increases the 
production time and cost but also slows down the interactions due 
to the increased processing and cognitive demand. However, we 
caution that our recommendations are in the context of correctness 
feedback. Using graphics/animations in directive and facilitative 
feedback could make some children more interested in learning 
by stimulating their senses [7], [28]. 

IX. CONCLUSION 

We first presented results of an informal survey that revealed 
that the most downloaded math apps targeted at children used 
three types of correctness feedback: textual, icon, and emoticon, 
typically augmented with various animations and sound effects. 
We evaluated these feedback types in a pilot study that suggested 
that they do not affect children’s actual and perceived performance 
with a math app. We extended our investigation in a cross-sec-
tional study where 45 grade-2 students solved easy, moderate, 
and hard drill questions with a math app augmented with textual, 
icon, and emoticon correctness feedback. Results suggested that 
these correctness feedback, for the most part, do not influence 
children’s actual and perceived performance with a math app. 
We hope that work will inspire further research in the area, and 
encourage app developers to reconsider the use of graphics-
heavy correctness feedback in math apps targeted at children. 

X. FUTURE WORK 

We discussed several limitations of the study, particularly the 
absence of a pre-test to evaluate children’s competence and the 
use of a mixed design that failed to properly counterbalance the 
conditions. In the future, we will conduct more controlled studies 
to address these limitations. We will also extend our work to other 
feedback types, educational apps, and games. 
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